Presentation: Neurosemantics.

1. Putting the paper in to context:  The questions that underlie, and unite each of the readings in this class.  How does this paper naturalize mental meaning? How does this paper deal with the problem of misrepresentation? 

2. The motivation for neurosemantics: Traditionally, semantics has been studied from a linguistic perspective or folk psychological perspective. That is, on the one hand, meaning has been studied as a function of language, or on the other hand, as a property of brain states, attitudes, beliefs, behaviours, and all the other elements that combine to make up our current “folk psychology”. These two views have so far been insufficient in giving a comprehensive answer to the question: “What constitutes meaning?” In other words, the motivation for neurosemantics is that no other theory of meaning has yielded much in the way of results. So, why neuro? 

· Language-based theories of meaning (linguistic) have had a number of problems:  Any justification of natural meaning understood in terms of linguistic meaning is bound to fail because both are poorly understood. And so, “it is a mistake….[because] it is to explain one poorly understood natural concept (mental meaning) in terms of another (linguistic meaning)” – top of p. 1038. 

· In fact, a theory of mental meaning that is underwritten by a theory of linguistic meaning will be circular, because it presupposes a theory of meaning (which applies to words).  Furthermore, there is evidence that there is meaning prior to, and independent of language. 

· Problem with the argument (p. 1038): Is there any evidence to support the claim that the capacity for language develops by way of a linear evolutionary process? Or, that humans are the most complex (because of their capacity for language, and linguistic novelty/transformations, etc…)? This suggests that there is a qualitative change between species, but in fact, linguistic capability can be measured quantitatively. (However, this problem is not damning because there is still evidence that meaning exists without language or prior to language).

· So, if we were to construct a theory of meaning that started “with the shared resources of all animals (i.e. neurons) [we can] draw the anticipated boundaries in virtue of principled differences in the use or organization of these resources”. Or, in other words, we can construct a theory of meaning that relies on the resources that we share with all other animals and differences in capabilities (e.g. Language) can be explained in the differences in the ways in which those resources are structured.  (top of p. 1039). 

3. What is to be expected of a good naturalistic theory of meaning?

· Many contemporary views fall in to the linguistic tradition, where the meaning of a sentence is found in the abstract proposition that is being expressed by that sentence. An analogy has been drawn between this “sentence-meaning” view and the view that objects of thought pick out the same meaning (“content”), in the same way that sentences pick out or refer to abstract propositions  (“content”). This relationship is most clearly expressed in the linguistic tradition where the distinction between object and predicate is obvious. In the psycho-semantic tradition, this distinction is not so obvious, unless you “take the meaning of a neural representation to be what that representation tells you about what it represents” (p. 1039). In other words, there is a relationship between the object/predicate, which is important for our theories of meaning, and this relationship is found in the linguistic tradition but has its analogue in the psycho-semantic tradition. In the psycho-semantic tradition, the neural representations carry the meaning and the object that they represent imbues the meaning in them. This helps us to explain what kinds of systems can have meaning. That is, systems that can represent objects with neural representations can have meaning, but “how is the set of properties ascribed to an object by its representation determined?” (p. 1040). 

4. Mental representations as neural codes: 

· Contemporary theorists that ascribe to the mind as computer metaphor believe that information is encoded, that is that the activation in a neuron given a particular object encodes that object, and therefore “means” that object. However, this is only a partial explanation. One has to wonder, how is this encoding significant for the user? Or, what is the relevance of this encoding procedure? So, information must be encoded (activate a neuron, or a set of neurons) and decoded (interpreted to determine relevance and usefulness to the user). Presumably some information is encoded that is not useful to a user, and so is discarded? 

· How are mental transformations explained? Mental transformations can be explained by way of explaining decoding. There are many ways to decode information, and determining which one is relevant for a particular representation is a potential problem. (There is a solution to this problem on pg. 1041 that I do not fully understand – but it might amount to the following: Decoding of a representation should be consistent with our understanding of the physical world, and should be decoded in accordance with useful physical units). 

· How do we move from simple/single neuron firings to higher-level representations (groups of neurons)? In other words, how do we scale up from the neuron-by-neuron level to a biologically realistic model of representation?  We can scale up by using decoders that represent physical properties of the world and extrapolating from their precision (how closely our representations reflect reality) to higher-level representations. (I am not entirely sure I follow this either). Essentially everything can be encoded/decoded in mathematical units of increasing complexity. This explains what kinds of states carry content – states that represent things mathematically. But, how do we determine the content of the states that we have identified?

5. Neurosemantics:

· There is an overview of other theories of representation and meaning, most of which we have addressed before. So, the question is, how does this theory determine the content of the states we have identified, and in what ways is it more successful than its predecessors?  Other theories rely on a three-place explanation of representation: a [channel] carries [information] with respect to a [receiver]. (p. 1044). So far as I know this is true of all the theories we have studied in this class, and am wondering if there are any that do not rely on this three-place explanation of representation? (besides this theory). 

· Previous theories have not been able to explain the problem of misrepresentation with much success and a part of the reason why is because they adopt a three-place explanation of information processing. This route is committed to the view that referents and contents are the same. However, if referents and contents are taken to be separate then we can give an explanation of how we can misrepresent things. If a referent is what a “the object or event that the content of the representation is supposed to be about” but the content is in fact about something else, then misrepresentation can be explained as a confusion between the referent and the content. 

· The four-place schema: “A [vehicle] represents a [content] regarding a [referent] with respect to a [system]” (p. 1044). 

· The system is human. There are two types of vehicles – basic (neurons as functional units) and higher-level (sets of neurons). Single neurons do not carry content. (However, what about dedicated neurons. Do they exist only in sets? Is what they represent not content-full?) The referent and content we have previously discussed. 

· Referents are the external objects to which representations assign properties. (p. 1046). How do we determine referents? Cause has its problems, most notably, how do we determine which causes are relevant to the referent? So, cause needs to be related to the vehicles that carry content about referents. In this way, vehicles are specialized. How are referents and vehicles related?  They are measured in their relevant units (decoded and encoded alphabets respectively, p. 1046). And the degree to which they share information is their statistical dependence. The statistical dependence hypothesis states: The referent of a vehicle is the set of causes that has the highest statistical dependence under all stimulus conditions. (What does it mean to be under all statistical conditions?).  There might be a charge here of solipsism, that all representations can be internal (that representations can be made from vehicle to vehicle). However, because the fourth player in the four part relation of representation is human, and human contents are generally about something (primarily the external world), there is a built-in constraint on the causal role of referents to vehicles and does not allow for infinitely regressive internal representations.  This leads to a modification in the statistical dependence hypothesis: “the referent of a vehicles is the set of causes that has the highest statistical dependence with the neural responses under all stimulus conditions and does not fall under computational description” (p. 1047). 

· What are the benefits of the statistical dependence hypothesis?  1. statistical dependence comes in degrees, so too, do our representations. Helps to explain how our representations are more or less accurate, which in turn helps us out of the problem of misrepresentation. 2. We can discover rather than stipulate what the referent of a vehicle is by examination, and it gives us a way of examining the environment on which the vehicles (neuron, or neurons) are dependent. I imagine we do this by way of experimentation (possibly mri studies, or word-recognition tasks?) Lastly, vehicles constrain content. This makes sense because, as we have already discussed vehicles are specialized in ways that determine referents, and referents in part determine contents. From this it follows that, language encoding/decoding only occurs with specific vehicles (groups of neurons), so adopting a language-based theory of representation is to limit the vehicles (and consequently the content) of representation from the outset. 

· Content is determined by decoders, but how do we determine decoders?  (There is an answer to this question that I do not follow on p. 1048).  

· There are two types of content. Content that is determined here and now (occurrent) and content that “applies to the determination of decoders, over all stimulus conditions” (p. 1048). Does this mean that conceptual content determines the decoders that determine occurrent content? 

· Statistical dependence can hold under all stimulus conditions, or under some – but this difference results in a difference of referent. 

6. Misrepresentation:

· There is an overview of misrepresentation, or the disjunction problem, as outlined in the other papers we have read. A common way of framing this problem is this, representing things falls in to one of two categories – right and wrong. So, when we make a mistake in our representation of something, either in misrepresenting an object, or misrepresenting the properties of an object, we are wrong. However, this is a false dichotomy, and the neurosemantical position helps to explain misrepresentation by suggesting that we represent in degrees of accuracy, and aim, ultimately at precision (though our apparatus for measuring/determining properties may not be infallibly accurate). This is true when we misrepresent properties of objects, but what of misrepresenting things?  We can employ the statistical dependence hypothesis to explain the disjunction problem. When misrepresenting a dog as a cat, our dog vehicles are activated by a cat referent that has cat content, but it is only under particular circumstances that this is so. Under all stimulus conditions a cat referent and cat content will activate a cat vehicle. (+ Some other explanation that I do not really understand). 

Some questions: 

How does the neuron-by-neuron account for different types of semantics, i.e., semantics that are purely relational and have nothing to do with objects-as-referents? (There is something in a footnote about the ability to do this) How do we scale up from the neuron-by-neuron account to explain abstract concepts? (There is also an explanation of this in the paper, but I do not fully understand it). 

Presentation two: Moving beyond the metaphors

Historically, there are three positions on how to ascribe meaning to mental states: 1. symbolicism, 2. connectionism, and 3. dynamicism. Each of these views relies on a preferred metaphor of the mind, but none of these metaphors captures the complexity of the mind. With advances in neuroscience, we are in a position to move beyond the metaphors. Metaphors provide a good foundation for understanding, but analogies can only be taken so far. What does everyone else think about this? Do we need to move beyond metaphors, or are they sufficient for giving a succinct characterization of the mind?

What are the metaphors? 1. mind as computer (symbolicism), 2. mind as brain (connectionism), and 3. mind as watt governor (dynamicism). 

What is the mind, actually? -“The result of the dynamics of a complex, physical, information processing system, namely the brain” (p. 494). That is, mental states arise from, or are the same as, complex information processing (taken over time) in a physical system: the brain. Does anyone else have a divergent view of the mind that are captured neither by any of the metaphors historically used, nor by this view? 

Each of the three metaphors above provides some useful tools to help understand the mind, but none of them provide sufficiently enough tools. A new understanding of the mind will extend the subset of tools provided by these metaphors. 

What is R&D theory?  This theory helps to explain representation and dynamics (hence R&D) in neural systems, i.e., the brain (of humans? Animals? Computational models?)

What insight does the history/prehistory give us? Behaviourism fails because it cannot explain our minds, it can only explain external behaviours. A similar theory in engineering was also being employed at roughly the same time: classical control theory but had the same problem. Classical control theory allowed engineers to build goal-directed systems. Cybernetics followed, suggesting that living systems were goal directed. However, cybernetics also fell out of favour because it was committed to inputs/outputs and made no reference to internal states. Cognitivism follows and suggests that it is no longer forbidden to look inside “the black box” (the brain) to look for biological causes of behaviours, etc… However, cognitivism in psychology led to the mind as computer metaphor, which as we have seen is insufficient.  So? What is the alternative? Modern control theory combines classical control theory, with an “internal system description”. That is, systems are goal-directed, and that goal direction follows from internal states. Is this the best method?

Representation: Representation is the result of encoding and decoding. Information is encoded (neural activation) and decoded (refers to physical properties of the world). If we explain representation in terms of encoding only we fail, because we cannot explain what the relevance of the encoding process is for the system that is doing the encoding. It is possible to be somewhat specific about the nature of encoding; for example, we can refer to rates of change in neurons, and patterns in groups of neurons. However, being specific about decoding properties of the external world is somewhat trickier – we decode things that can be described in units. We encode things at the neuron-by-neuron level, but there is reason to believe that we can infer to higher-level relations (groups of neurons). Does anyone disagree with this claim? Is this a big step, or do successes at the low-level indicate that this is a real possibility? Can someone explain how we decode information? How we determine the method of decoding?  

The process of decoding as well can explain computation in a representational system. Rather than thinking of a “representational decoder” – that is a decoder that decodes what the referent actually is – we can think of a “transformational decoder” – a decoder that extracts information other than the information that the referent actually has. (This can help explain estimation. We extract approximate information from a referent that has exact information).  

One problem is that information can be decoded in a number of ways, so how do we determine which kind of decoding is going on? Information is decoded in ways that are useful to the system. So that information about the world is decoded in positions, for example, because it is useful for us to navigate in a world in terms of positions. Decoders are not physical properties of the brain, but are embedded in the synaptic weights between neurons. 

Dynamics – The mind/brain represents over time, and so a theory of the brain and mind should take dynamics in to consideration. This is a shortcoming of the mind as computer metaphor, but it is a success of modern control theory. Modern control theory is a general theory, and this generality allows it to explain a number of different types of systems. 

How do representation and dynamics come together? R&D theory is characterized by three principles:

1. neural representations are defined by the combination of nonlinear encoding and weighted linear decoding

2. transformations of neural representations are functions of variables that are represented by neural populations. Transformations are determined using an alternately weighted linear decoding.

3. neural dynamics are characterized by considering neural representations as control theoretic state variables. Thus, the dynamics of neurobiological systems can be analyzed using control theory (modern).  

This is a general theory which allows for the complexity of cognitive systems. But it does not explain what those cognitive systems are like, it rather gives an overview of what to look for with the tools that we have. These tools come primarily from the metaphors that we are moving away from. 

Symbolicism was the first metaphor that looked inside at neural states, which allowed symbolicists to refer to representation. Furthermore, it provides a strong case for computations on representations. However, one shortcoming is that it ignores time, and the dynamic nature of neural states.

Connectionism is a bottom-up approach, that works from the level of neurons up to outputs. And so is not neurally plausible. The job of R&D theory is to make connectionist models that are neurally plausible. Furthermore, R&D combines bottom-up and top-down approaches, and has this as a benefit over connectionism.  

